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Abstract. We propose a new comics stylization model based on a very
efficient depth map generation. It is designed to render large scenes with
multiple objects as well as single object in real time through a com-
plete GPU implementation. 3D comics stylizations are generally view-
dependent and only use the camera field of view to render the scene. In
all cases, the depth of objects is computed according to the near and far
planes while they are almost without any relation with the range depth
of these objects present in the scene. Our model solves this problem by
computing minimal and maximal values in the depth map. Moreover,
it reproduces and improves better comics stylizations proposed for 2D
images. Results show that our model is suitable for different kinds of 3D
scenes and to produce various comics stylizations.

1 Introduction

Toon shading is one of the most well-known effect in Non-Photorealistic render-
ing. It consists in reproducing simple cartoon shading on a 3D scene and is largely
used in production software or video games. Extensions and improvements have
been proposed to produce different comics styles but two main problems still
remain: large scenes with multiple objects are never considered and one of the
fundamental effects, the color desaturation according to the object depth can be
greatly improved. We propose a comics stylization model to render 3D scenes
in real-time using GPU implementations. It is able to solve this two problems.
A new formulation to compute depth map is proposed and is well adapted for
comics stylizations of both large scene including multiple objects and single ob-
ject. We also present the implementation of different comics styles. In the next
section, we present previous work, our model with the depth map generation
and the stylization process and finally we discuss our results.

2 Related Work

Several methods have been proposed to create comics stylizations of 3D scenes.
The goal of the authors is to obtain real-time methods that can be used for
example in video games. Usually, comics stylizations are only produced using
a particular non-physical lighting model. The proposed lighting model and its
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associated shading are used to render the 3D scene.

The first method have been published by Lake et al. [1] and is available in
many software solutions and called toon shading. It uses the Lambertian reflec-
tion (computing for each fragment the dot product between its normal and the
normalized light direction vector pointing from the surface to the light source) as
a 1D toon texture index. This technique is easily understandable, implementable,
uses only diffuse reflection term but is view-independent and does not take into
account the remoteness of the considered object.

Different approaches have been studied to provide depth in toon shading.
Texture-based approaches use mip-mapping [2] [3] or a 2D texture [4]. Unfor-
tunately, when the distance grows between the textured object and the viewer
artifacts appear and are more visible using hatching or strokes based rendering.

Mip-maps methods proposed by Klein et al. [2] and Praun et al. [3] provide
art-maps to preserve constant-sized strokes or hatching patterns at different
depths and levels of lighting. Unfortunately these techniques only focus on pat-
terns used to render the object in the scene. However, the rendering of different
objects in the same scene is never studied.

The Xtoon model [4] exploits the Lambert’s term on the same principle as the
toon shading and uses a 2D texture index by adding a notion of details which
vary according to the object depth or its orientation. As its goal is more the
visual abstraction than the rendering speed, it introduces the Level Of Abstrac-
tion notion instead of classical LOD [5] [6]. Level Of Abstraction can be achieved
through tone or shape details. These can be easily realized by a designer using
a 2D texture. A GPU implementation is also proposed for real time renderings.
But even if this process is view-dependent, it does not transmit the desired effect
when the viewpoint is inside a large scene. It can be used for a single object but
is not well-adapted for a large scene with multiple objects.

Other 3D methods try to improve toon shading focusing on particular ef-
fects. Anjyo et al. [7] have proposed an approach that renders comics-stylized
highlights on 3D objects. Starting with an initial highlight design, using the
Blinn’s specular model, highlight shapes are created through several functions.
Nevertheless the comics stylization for a global 3D scene is never studied.

A 2D comics stylization model has been proposed by Sauvaget et al. [8]. This
method generates comics images from a single photograph using a depth map
to avoid the depth-less color problem and colorizes images with a specified at-
mosphere. It extracts image structures from the original photograph, generates
a depth map from them and finally performs a treatment on a segmented image
to give a comics style. Note that the generated depth map can be enhanced by
the user and different comics styles have been proposed using depth information.
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This technique works well with a specific depth map but needs to be adapted to
3D scenes and even more animations.

3 Our Model

Our model is designed to render a 3D scene including multiple objects with
a view-dependent comics style. Based on the stylization process described by
Sauvaget et al. [8], we propose to generate a scene depth map to render it with
different comics styles. We apply a stylization shader using this map and the im-
age of the rendered scene. We convert the texture RGB information into HSV.
Then, based on the depth map, we desaturate these values and, if needed, we
apply an ambiance color. Moreover, we can use an edge detection algorithm as
Prewitt or Laplace to finally compose the result image.

However, one of the main problems is the calculation of the appropriate depth
map for a comics stylization rendering. This map is used both for the rendering
and the edge detection and its computation is a crucial step. As we demonstrate
hereafter, a depth map linearly or logarithmically interpolated does not give
suitable results. In the following, we present our method to generate a suitable
depth map and our rendering process including desaturation, ambiance color
and edge stylization.

3.1 Depth Map Generation

Classical computation of the depth map consists in calculating the fragment
depth according to the camera field of view (near and far plane).
It is well-known that Z-buffer is non linear:

depth =
far + near

far − near
+

−2× far × near

Z × (far − near)
(1)

A better precision is obtained close to the camera near plane. Moreover, this
precision is increased according to the near/far ratio (more this ratio is greater,
more the Z values are densely grouped around the near plane). Thus, the Z-
buffer is not convenient to computations that need an uncompressed precision
along the Z axis. Unfortunately, solutions that try to interpolate the Z-buffer
values fall into a depth buffer precision problem. In fact, Z-buffer values are in
[0.0 ; 1.0] and have been already discretized. All following proposed solutions
use the depth fragment value, hereafter noted zfrag.
Intuitively, a linear interpolation can be proposed as:

depth = 1.0−
zfrag − near

far − near
(2)
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In that case, the depth depends on the camera field of view (near and far
plane) and does not take into account the position of objects in the scene (for
example, when near plane is 0.1, far plane is 1000.0 and objects in the scene are
in [0.1 ; 100], depth values are around 0.9 and 1.0 for all objects) and the depth
map is not suitable for any stylizations (see Figure 2).
Xtoon proposes a logarithmic interpolation :

depth = 1.0−
log zfrag

near

log far
near

(3)

It produces a detailed and suitable depth map only when the objects are
close to the near plane. As one can see in Figure 2, the problem still remains
when the objects are close to the far plane.

To address this problem, we propose to calculate the depth map according to
the minimum and maximum Z values of objects in the camera field of view as
follow:

1. We render the scene and store the depth of each fragment into a texture.
To preserve the 32-bits depth precision, either we use a 32-bit float-valued
intensity texture or each depth is stored in four components (RGBA) tex-
els using shifting and mask operations. At the end of this step, we obtain
an initial RGBA texture T0 in which each texel contains the depth of the
fragment. The texture size is (W,H) where W and H could be different but
must be 2n for some integer n;

2. Starting with T0(W,H), our shader creates a new texture T1(W, H
2
) in which

we store alternatively minimal and maximal values of four texels of T0 as
follow:

∀x ∈ 2N, ∀y ∈ N, t
′

(x, y) = min
i,j∈{0,1}

t(x+ i, 2y + j)

∀x ∈ 2N+ 1, ∀y ∈ N, t
′

(x, y) = max
i,j∈{0,1}

t(x− i, 2y + j)

Where t
′

is a texel of T1 and t a texel of T0 (see Figure 1).

3. As we obtain a texture T1(W, H
2
) with alternatively minimal and maximal

values, we construct a texture T2(
W
2
, H

4
) in which we store alternatively the

minimal and the maximal values of the four previous minimal and maximal
values stored in T1:

∀x ∈ 2N, ∀y ∈ N, t
′′

(x, y) = min
i,j∈{0,1}

t
′

(2(x+ i), 2y + j)

∀x ∈ 2N+ 1, ∀y ∈ N, t
′′

(x, y) = max
i,j∈{0,1}

t
′

(2(x+ i)− 1, 2y + j)

We repeat this process until we obtain a texture of size (2, 1).
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As shown in Figure 1, minimum and maximum values are finally stored in the
first and the second pixels. The complexity of this algorithm is linear.

Min

Max

Min

Max

Fig. 1. Minimal and maximal depth computation from left to right: T0, T1, T2 and
final result.

An interpolation based on the minimum and maximum depth such as the
following formula, produces a map, hereafter called minmax, covering the entire
depth values.

depth = 1.0−
zfrag −min

max−min
(4)

Figure 2 presents a comparison between linear, logarithmic and minmax
depth computation. On the left, we consider a scene with near plane at 0.1,
far plane at 1000.0 and objects close to near plane. On the right side objects are
close to the far plane. The top presents a global view of the three interpolations
and the bottom shows only the object depth range. As one can see, our method
ensures that produced depth map values are always uniformly distributed.

3.2 Stylization

We use the depth map previously generated to stylize our rendering. We apply
desaturation, ambiance colorization and contours drawing to produce different
comics stylized renderings. At this step, we have an interpolated minmax Depth
Map DM and a texture TS representing the scene. Let t(x, y, h, s, v) be the texel
(x, y) of TS and d(x, y, l) be the texel (x, y) of DM . We draw a quad that covers
entirely the viewport to obtain one fragment f per pixel. Our rendering process
is realized in the image space. Since the comics stylization do not influence the
result image values:

fv = tv (5)
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Fig. 2. Comparison of the different depth interpolation methods.

Desaturation: According to a depth map information, the desaturation is one
of the most important things in comics stylization. We propose two different
stylizations. The first one reproduces comics stylization proposed by Sauvaget
et al. [8]:

fs = ts × (1.0− dl) (6)

To enhance the contrast with the object distance, we also propose a quadratic
computation:

fs = ts ×
√

1.0− dl (7)

Colorization: Four different models are proposed, two of them reproduce Sauvaget
et al. method [8]. The first one follows a classical comics stylization scheme and
preserve the hue in the result image:

fh = th (8)

The second one reproduces an atmosphere comics stylization. In that case, the
user gives a hue ah to the atmosphere and the result image is colored as:

fh = ah (9)

As we have a high precision depth map, we are able to colorize the result image
with an atmosphere according to the depth of the object. We propose a linear
and a quadratic interpolation:

fh = th × (1.0− dl) + ah × dl (10)
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fh = th ×

√

1.0− dl + ah ×

√

dl (11)

Note that the desaturation and the colorization are independent from each other
and can be also combined according to user choices.

Contour drawing: We are able to enhance the result image using contours. In
comics stylizations, contours are often produced to depict a small depth dif-
ference between two close objects. Therefore, according to our depth map, we
implement image based solutions to create contours. Different algorithms are
proposed: Prewitt and Laplace. The threshold is given by the user and contours
are created when the detection algorithm finds on the DM a value greater than
the threshold. This solution provides many different effects. A small threshold
produces contours between close objects while a more important value creates
black flat areas.

4 Results

As a preliminary result, Figure 3 presents a comparison between the linear (left),
the logarithmic (center) and the minmax (right) methods. For a given scene (top
of the figure), depth map produced for the three different methods (see the second
line). As one can see, only our minmax depth map covers the distance object
range while the other approaches take always into account near and far planes.
Thus, the image produced by our method is more detailed and contrasted. We
finally add a sepia atmosphere to render the scene (see the third line).

Figure 4 illustrates different stylizations realized by our model. At the first
line, we use the quadratic interpolation (see equation 11), a red atmosphere to
compute the resulting hue and a Laplace contour detection. We can see that, at
the foreground, colors of flowers are much more preserved while the background
mountains are colored with the atmosphere color. At the third line, we produce
other effects including black flat areas with Prewitt algorithm and a green atmo-
sphere. These results show that our model is more suitable than previous ones
to realize comics stylization effects on large scenes. Finally, at the center-line, we
demonstrate that this model is also very efficient for a single object. In that case,
a quadratic desaturation (see equation 7), an atmosphere effect (see equation 9)
and a Prewitt contour detection algorithm are used.

5 Conclusion

We have presented a new comics stylization model to render both single object
or large scenes with multiple objects. Our model is real time, the frame rate is
almost divided by 2 compared to the graphic pipeline (mountains scene is com-
posed by one million vertices, the frame rate is 512 fps using OpenGL pipeline
and 260 fps with our model using a depth map of 512 x 512 pixels). A linear
depth map is computed in which the closest and farthest objects in the camera
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Fig. 3. Results produced using linear, logarithmic and minmax methods.

view are considered. Thus, we are able to produce a large variety of comics styl-
izations including desaturation, atmosphere, contours and black flat areas. Our
model is suitable for any users since it is completely user-definable through a
convenient GUI. As a future work, we plan to realize a treatment on the depth
map to ensure temporal coherence during animation. In fact, if a closest or fare’s
object in the scene appears in a frame, our depth map will be affected and a
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Fig. 4. Various examples realized with our model.

brutal transition will probably disturb the viewer. Moreover, we aim to improve
our model integrating new styles like blurred, complementary colors or many
other styles depending on the depth map.
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